SA WG2 Temporary Document

Page 3

3GPP TSG-WG SA2 Meeting #149E e-meeting 
S2-2201088
E-meeting, 14th – 25th February 2022
(revision of S2-210xxxx)
Source:
Lenovo, Motorola Mobility
Title:
KI#4: Influencing UPF and EAS (re)location for collections of UEs
Document for:
Approval
Agenda Item:
9.11
Work Item / Release:
FS_EDGE_Ph2 / Rel-18
Abstract of the contribution: This pCR proposes the description and scenarios for KI#4: Influencing UPF and EAS (re)location for collections of UEs.
1 Discussion

This contribution proposes the text for the description and scenarios for KI#4: Influencing UPF and EAS (re)location for collections of UEs.
2 Proposal
It is proposed to capture the following changes in TR 23.700-48.
Start change 
5.4
KI#4: Influencing UPF and EAS (re)location for collections of UEs

5.4.1
Description

Editor's note: This key issue corresponds to Work Task #6 in SP-211638. This sub-clause can be further improved based on contributions.

With edge computing being deployed for 5G systems, application server relocation for collections of UEs need to be considered. It should be supported that the collections of UEs can be associated together under certain condition e.g, during one match of the stateful online multiplayer game, the players within the same match can be served by the same application server (e.g. EAS) to save the cost of the server and leverage the efficiency of the server. When the condition changes, it should be supported that the collections of UEs can be disassociated for EAS (re)location e.g, after the ending of the match of the stateful online multiplayer game, the players within the ended match can select the EAS independently. 3GPP Rel-17 specifications already address some of these aspects and the key issue is to study potential improvements.

Clause 5.4.2 describes the scenarios investigated for UPF and EAS (re)location for collections of UEs.
This key issue will study the following aspects in order to support UPF and EAS (re)location for collections of UEs:
-
What triggers should be considered, and which functional entities trigger UPF and EAS (re)location for collections of UEs for the scenarios described in clause 5.4.2.
-
Whether and how the 5GC identifies the collections for UEs.
-
How to handle coordination of the UPF and EAS (re)location for collections of UEs.
-
Whether existing SA WG2 mechanisms (e.g. ULCL/BP insertion/relocation, SSC mode 2/3, AF influence on traffic routing, and LADN) suffice.
5.4.2
Scenarios

Editor's note: This clause will document the scenarios (and potential associated use cases) applicable to KI#4, if any. This clause will be removed if left empty.

For online multiplayer games, there are multiple players on one match with one or multiple teams. For example, in <Game for peace>, there are a hundred players on one match and the players can be in different teams and each team can have multiple team members. There can also be 1v1 mode for some of the online game, for example in the on-line chess game, two players of the same level who are online can be matched to have a match.
Based on how to choose the team member or the opponents in one match, there are different ways, for example:
· Choosing randomly. The opponents or teammates are selected by the application server based on the preconfigured criteria. For example, the on-line chess, the application server can match opponents of the same level who are online, and the two players can play on the appropriate available application server.
· Choosing specific teammates/opponents. For example, some friends can make an appointment to team up or play against the game like <Game for peace>.

For all the statuful on-line game, the following should always be guaranteed for the online game:

· the game should not be interrupted, or the player cannot passively exit the game within specific period, e.g. before the end of a match.

· the game should be resumed and reconnected after disconnection.

No matter how the players are selected for the stateful online-game, during the match or after the match is resumed, the application context with the status of the match like the status of the players in the match, the real time background settings, the available weapons, should be shared/synchronized among all the players in the match. It can save the cost of the application server to avoid the interaction between different application servers for exchanging application context for the match, so that the application server can serve more players simultaneously. Therefore, it is preferential that all the players for one match is served by one application server, the players can be group into one temporary group, which starts to be valid when the match is initiated and ends to be valid when the match is over.
When the first player initiates the match, if the choosing randomly team is triggered, and teammates/opponents in the same service area (e.g. in the same application server) are preferentially Matched. If there is no appropriate player found in the same application server, the application server relocation may be triggered otherwise the interaction between different application servers are required during the match. When the match is initiated, the team can also be formed with specific teammates/opponents, for example, a unique code or name can be used to identify the team, and the player can use the code/name to join the team. All the team members should be preferentially served by the same application server. The relocation of the application server for the team member(s) or the whole team may be triggered.
During the lifetime of the match, the application server e.g. EAS is kept unchanged as stable as possible. It is the application’s decision that whether the EAS relocation for all/part of the players in the match is needed. If the relocation of the EAS is required, for example in the following cases:
1) EAS relocation triggered by the application, the EAS relocation is triggered for the related players within the match.
2) EAS relocation triggered by the user plane management notification with PSA relocation/DNAI change e.g. due to UE mobility.
· the PSA change triggers the application server relocation for the UE itself and the EAS relocation is also triggered for other related players within the same match.
· the PSA change fails due to negative notification response from the AF, e.g. due to the unrequired EAS relocation from the application side.
An example is shown in the following figure.
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Figure 5.4.2-1: EAS (re)location for collections of UEs
1) The stateful online multiplayer game (app1) is deployed in the local part of the DN accessed via DNAI1 and DNAI2.  

2) Provisioning the game with efficient cost, it can include the following service scenarios:
· When the first player (UE1) initiates the match, PSA2 is selected to access APP Server1 via DNAI1. When UE2 joins the same match, PSA2 is PSA2 is selected to access APP Server1 via DNAI1 selected to access APP Server1 via DNAI1 although App Server 2 is closer to UE2 than APP Server1. 
· When UE1 moves into the same area of UE2, the EAS relocation can be triggered for both UE1 and UE2 in order that both UE1 and UE2 within the same match are served in the same APP server.
· When the match ends, the binding of the players to the match is disassociated. The UE2 can be routed to APP Server 2 for the game accessed via DNAI2. If the UE1 moves back to the original area, UE1 can be routed to APP Server 1 for the game accessed via DNAI1.
5.4.3
Assumptions

Editor's note: This clause will document assumptions applicable to KI#4, if any. This clause will be removed if left empty.
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